Preconditioning Nonlinear Conjugate Gradient with Diagonalized Quasi-Newton
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ABSTRACT
Nonlinear conjugate gradient (NCG) methods can generate search directions using only first-order information and a few dot products, making them attractive algorithms for solving large-scale optimization problems. However, even the most modern NCG methods can require large numbers of iterations and, therefore, many function evaluations to converge to a solution. This poses a challenge for simulation-constrained problems where the function evaluation entails expensive partial or ordinary differential equation solutions. Preconditioning can accelerate convergence and help compute a solution in fewer function evaluations. However, general-purpose preconditioners for nonlinear problems are challenging to construct. In this paper, we review a selection of classical and modern NCG methods, introduce their preconditioned variants, and propose a preconditioner based on the diagonalization of the BFGS formula. As with the NCG methods, this preconditioner utilizes only first-order information and requires only a small number of dot products. Our numerical experiments using CUTEst problems indicate that the proposed preconditioner successfully reduces the number of function evaluations at negligible additional cost for its update and application.
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1 INTRODUCTION
Linear conjugate gradient (CG) methods have been widely used to iteratively solve linear systems of the form $Ax = b$ where $A$ is a symmetric, positive definite matrix since their debut in 1952 when Hestenes and Stiefel [25] introduced the first of its kind. The core idea is to minimize the strongly convex quadratic function,

$$
\min_{x} \phi(x) := \frac{1}{2} x^T Ax - b^T x,
$$

by taking steps along directions that are conjugate with respect to the $A$ matrix. At each iteration, this approach yields a search direction, $d_k$, that is a linear combination of the residual, $r_k = Ax_k - b$, and the previous direction, $d_{k-1}$, such that

$$
d_k = -r_k + \beta_k d_{k-1},
$$

$$
x_{k+1} = x_k + \alpha_k d_k,
$$

where

$$
a_k = \frac{r_k^T d_k}{d_k^T A d_k}
$$

is the one-dimensional minimizer of $\phi(\cdot)$ along $x_k + \alpha_k d_k$, and

$$
\beta_k = \frac{\|r_k\|^2}{\|r_{k-1}\|^2}
$$

where $\|\cdot\|$ is the Euclidean norm throughout this paper.

Fletcher and Reeves extended this method in 1964 to minimize nonlinear functions $f(x) : \mathbb{R}^n \rightarrow \mathbb{R}$ by making two changes [19]. First, the residual is replaced with the gradient of the objective function, $g_k = \nabla f(x_k)$, and, second, the step length $\alpha_k$ is computed via a line search that minimizes the nonlinear function along the search direction. An overview of the method is available in Alg. 1. This approach has proven effective, particularly for large-scale optimization because it can generate search directions economically using only first-order derivative information and few dot products.

For strongly convex quadratic functions, and using exact line searches, the Fletcher-Reeves nonlinear conjugate gradient (NCG) method reduces to the Hestenes-Stiefel method and guarantees convergence exactly within $n$ iterations [19]. Conversely, its numerical performance on general nonlinear functions with inexact line searches leaves much to be desired, taking many small steps and exhibiting slow convergence. Considerable work has been done by many researchers since the 1950s to develop NCG variants that offer improved convergence, robustness, and efficiency over the Fletcher-Reeves method on such problems. We review a selection of these methods in Section 2.

In the present work, however, we are interested primarily in preconditioning. NCG methods can generate search directions economically, with a small memory footprint, but can take a large number of nonlinear iterations to solve large-scale problems. This is a well-understood trade-off between convergence rates and storage requirements for first-order gradient-based methods [37]. We
We begin by highlighting the selection of NCG methods we use, where taking many small steps motivated Polak and Ribière [33]. Although globally convergent, it has quickly been superseded by faster and more robust NCG methods. We have chosen to include the Polak-Ribière-Polyak method [33, 34]. However, our primary interest lies in the NCG method and its most popular improvement, the Polak-Ribière-Polyak (PRP) method. In other words, when the steps make little or no improvement in the gradient of the objective function, the step direction automatically reduces to the steepest descent direction.

Researchers have observed, however, that the PRP method may not generate valid descent directions with inexact line searches. To address this issue, Powell suggested a modification to the PRP method in 1984 [35] such that \( \beta^\text{PRP}_k \rightarrow 0 \) as \( \|g_k - g_{k-1}\| \rightarrow 0 \). In other words, extending preconditioning to NCG methods remains an open question with little consensus.

We address this need for nonlinear preconditioning by establishing a mathematical connection between NCG and limited-memory quasi-Newton methods and drawing on quasi-Newton Hessian initializations to develop effective preconditioners for NCG methods. We begin by highlighting the selection of NCG methods we use in our numerical experiments, and we then introduce a nonlinear quasi-Newton preconditioner framework applicable to any NCG method. We implement this approach as a bound-constrained NCG method in PETSc/TAO Version 3.10 [5, 14], and evaluate its performance on 119 bound-constrained CUTEst test problems [21].

## 2 REVIEW OF METHODS

The classical NCG methods developed from the 1950 to the 1990s focused primarily on different ways to compute the \( \beta_k \) parameter. Hager and Zhang [23] present a comprehensive review of these methods and discuss their convergence properties. In the present work, we briefly review the original Fletcher-Reeves [19] NCG method and its most popular improvement, the Polak-Ribière-Polyak method [33, 34]. However, our primary interest lies in the self-scaling memoryless BFGS (SSML-BFGS) method by Perry [32] and Shanno [36], as well as the modern Hager-Zhang [22] method and the Dai-Kou [13] family that relate to it.

### Fletcher-Reeves

Fletcher and Reeves [19] extended the Hestenes-Stiefel linear CG method to nonlinear problems with a straightforward replacement of the linear residual with the gradient of the nonlinear function, such that

\[
\beta^\text{FR}_k \equiv \frac{\|g_k\|^2}{\|g_{k-1}\|^2}.
\]

Although globally convergent, it has quickly been superseded by faster and more robust NCG methods. We have chosen to include Fletcher-Reeves in our numerical studies because of its historical significance. An overview of this algorithm is provided in Alg. 1.

### Polak-Ribière-Polyak

The propensity of the Fletcher-Reeves method to get stuck in place while taking many small steps motivated Polak and Ribiére [33] and Polyak [34] to modify the numerator such that

\[
\beta^\text{PRP}_k = \frac{g_k^T y_k}{\|g_k - g_{k-1}\|^2},
\]

where \( y_k = g_k - g_{k-1} \). When the subsequent gradients are orthogonal, \( g_k^T g_{k-1} = 0 \), the Polak-Riêre-Polyak (PRP) method reduces to the Fletcher-Reeves method. However, the inclusion of the previous gradient in this term introduces a built-in "reset" mechanism to the algorithm, where \( \beta^\text{PRP}_k \rightarrow 0 \) as \( \|g_k - g_{k-1}\| \rightarrow 0 \). In other words, when the steps make little or no improvement in the gradient of the objective function, the step direction automatically reduces to the steepest descent direction.

Researchers have observed, however, that the PRP method may not generate valid descent directions with inexact line searches. To address this issue, Powell suggested a modification to the PRP method in 1984 [35] such that \( \beta^\text{PRP}_k \rightarrow \max(\beta^\text{PRP}_k, 0) \). We include both the original and the modified PRP methods in our numerical studies.

### Self-Scaling Memoryless BFGS (Perry-Shanno)

The foundation of the SSML-BFGS algorithm was first discovered by Perry et al. in 1977 [32] as a means of developing a nonlinear conjugate gradient algorithm with memory (i.e., stored information from past iterates) that could address the challenges in applying full-memory quasi-Newton methods to large-scale problems where it is impractical to store the Hessian matrix. This method was the first effort of its kind, preceding Nocedal’s introduction of the limited-memory two-loop BFGS formula in 1980 [28].

Perry’s algorithm was later reinterpreted as memoryless BFGS by Shanno in 1978 [36] and improved into the final SSML-BFGS method with the introduction of a scaling term, \( r_k \), such that

\[
d_k = -\hat{H}_k g_k,
\]

where

\[
\hat{H}_k = \left( I - \frac{s_k s_k^T}{s_k^T y_k} \right) r_k \left( I - \frac{y_k s_k^T}{s_k^T y_k} \right) + \frac{s_k s_k^T}{s_k^T y_k}
\]

with \( s_k = x_k - x_{k-1} \). The expression in (9) is easily recognizable as a limited-memory BFGS approximation to the inverse Hessian with

---

**Algorithm 1:** Fletcher-Reeves nonlinear conjugate gradient method.

**Data:** \( x_0, \varepsilon, K \)

**Result:** estimate for the optimal solution \( x^* \)

1. Evaluate \( g_0 = \nabla f(x_0) \)
2. Initialize \( d_0 = -g_0 \) and \( k = 0 \)
3. while \( \|g_k\| > \varepsilon \) and \( k < K \) do
   4. Find \( \alpha_k \) to minimize \( f(x_k + \alpha_k d_k) \)
   5. Update \( x_{k+1} = x_k + \alpha_k d_k \)
   6. Evaluate \( g_{k+1} = \nabla f(x_{k+1}) \)
   7. Compute \( \beta^\text{FR}_{k+1} = \frac{\|g_{k+1}\|^2}{\|g_k\|^2} \)
   8. Set \( d_{k+1} = -g_{k+1} + \beta^\text{FR}_{k+1} d_k \) and \( k = k + 1 \)
end

---
only one update and with the initial Hessian defined as $H_0 = r_k I$.
The resulting algorithm is also often referred to as the Perry-Shanno scheme.

Leveraging the substitution $z_k = \alpha_k d_{k-1}$ yields a step direction notation that takes on the modified NCG structure

$$d_k = \tau_k \left(-g_k + \gamma_k^{PS} y_k + \beta_k^{PS} d_{k-1}\right),$$

where

$$\gamma_k^{PS} = \frac{y_k^T d_{k-1}}{y_k^T y_k},$$

$$\beta_k^{PS} = \frac{1}{y_k^T d_{k-1}} \left[ y_k^T y_k - \frac{y_k^T y_k + \alpha_k^{k-1}}{\tau_k} y_k^T d_{k-1} \right].$$

In our numerical experiments with SSML-BFGS, we adopt the Oren and Spedicato scaling factor [31]

$$\tau_k = \frac{y_k^T y_k - \alpha_k^{k-1}}{\tau_k} = \frac{y_k^T y_k}{y_k^T y_k},$$

which reduces (12) to

$$\beta_k^{PS} = \frac{1}{y_k^T d_{k-1}} \left[ y_k^T y_k - \frac{y_k^T y_k + \alpha_k^{k-1}}{\tau_k} y_k^T d_{k-1} \right].$$

**Hager-Zhang**

The SSML-BFGS scheme requires that the Hessian approximation $H_k$ be periodically reset to the identity matrix to guarantee global convergence; this process can, however, decrease the rate of convergence. Hager and Zhang [22] sought to improve this behavior with a restriction that deletes the $\gamma_k^{PS} y_k$ term in (10) and adopts the Oren and Spedicato scaling in (13) such that

$$d_k = -g_k + \beta_k^{HZ+} d_{k-1},$$

where

$$\beta_k^{HZ+} = \max\{\beta_k^{HZ}, \eta_k^{HZ}\},$$

$$\beta_k^{HZ} = \frac{1}{y_k^T d_{k-1}} \left( y_k^T y_k - 2 \frac{y_k^T y_k}{y_k^T d_{k-1}} y_k^T d_{k-1} \right),$$

and

$$\eta_k^{HZ} = \min\{0.01, \|g_k\|\}.$$  

Similar to Powell’s modification to the PRP method, the $\beta_k^{HZ+}$ is restricted with a lower bound to guarantee global convergence. However, Hager and Zhang’s truncation dynamically adjusts this lower bound such that $\beta_k^{HZ} \to -\infty$ as $\|g_k\| \to 0$ in order to accelerate convergence.

Hager and Zhang also developed an approximate Wolfe line search tailored to their NCG method. Our implementation does not include this line search and instead relies on a general purpose Moré-Thuente line search [26] that can take step lengths greater than 1 in order to account for potentially poor scaling in the NCG direction.

**Dai-Kou**

Building on Hager and Zhang’s efforts, Dai and Kou [13] explored alternatives to deleting the $\gamma_k^{PS} y_k$ term in SSML-BFGS and developed a family of methods such that

$$d_k = -g_k + \beta_k^{DK+} d_{k-1},$$

where

$$\beta_k^{DK} = \max\{\beta_k^{DK}, \eta_k^{DK}\},$$

$$\beta_k^{DK} = \frac{1}{y_k^T d_{k-1}} \left( y_k^T y_k - 2 \frac{y_k^T y_k}{y_k^T d_{k-1}} y_k^T d_{k-1} \right),$$

and $\eta_k^{DK} \in [0, 1)$ is a scalar parameter, chosen to be 0.5 by Dai and Kou in their experiments. As before, $\beta_k^{DK+}$ is truncated to guarantee global convergence, this time with a positive term that produces a downhill direction that Dai and Kou have observed to be a better restart direction than steepest descent in their numerical experiments. The most effective member of this family of methods, and the one we include in our numerical experiments, is defined by the Oren and Lukenberger scaling factor [30]

$$\tau_k = \frac{y_k^T y_k}{s_k^T d_k},$$

which reduces (21) to

$$\beta_k^{DK} = \frac{g_k^T y_k}{y_k^T d_{k-1}} \frac{y_k^T d_{k-1}}{s_k^T y_k s_k^T d_{k-1}}.$$

Similar to Hager and Zhang, Dai and Kou also developed a matching improved Wolfe line search algorithm tailored to their method. As before, we do not implement this line search and instead evaluate the extent of our proposed preconditioning approach using the Moré-Thuente line search for all NCG methods.

### 3 Preconditioning

The task of preconditioning linear CG methods is a well-understood subject viewed through the lens of reducing the condition number of the constant coefficient matrix. The linear system is altered such that we solve $C^{-1} A C^{-1} x = C^{-T} b$ where $x = C x$.

In practice, however, the $C$ matrix is never directly used. Instead, a stationary symmetric positive-definite preconditioner matrix $M = C C^T$ is constructed such that $M^{-1} A \approx I$. The resulting preconditioner is applied to the residual in the $\beta_k$ definition, replacing it with $z_k = M^{-1} r_k$ such that the Hestenes-Stiefel method becomes

$$\beta_k = \frac{s_k T r_k}{s_k^T r_k}.$$  

It is possible, in theory, to perform the same modification in the nonlinear case. Instead of the original function, $f(x)$, we minimize the “preconditioned” function $\tilde{f}(\hat{x}) = f(x)$ with respect to the modified variables $\hat{x} = C x$ where $C$ represents a non-singular linear transformation. Propagating the substitution, we obtain the step direction for the modified function

$$d_k = -\hat{g}_k + \beta_k^d d_{k-1},$$
where $\hat{g}_k = c^T g_k$ and $\hat{d}_k = C^{-1} d_k$. The Fletcher-Reeves method in the original variables then becomes

$$d_k = -M g_k + \hat{\beta}_k d_{k-1},$$

(26)

where

$$\hat{\beta}_k = \frac{g_k^T M g_k}{g_{k-1}^T M g_{k-1}}$$

(27)

and $M = C_k C_k^T$. As before, this factorization of $M$ is never used in practice and $C$ is never formed. However, the form of the factorization guarantees that $M$ is always symmetric positive-definite under the assumption that the variable transformation is non-singular. Consequently, in practical applications, we seek symmetric positive-definite preconditioners that approximate the inverse of the Hessian at each iteration, such that $M^{-1} f(\chi_k) \approx I$. For a closer look at the derivation and effect of this preconditioning, we refer the reader to Hager and Zhang [23].

The above approach can also be considered analogous to nonlinear right-preconditioning for Newton’s method, where the preconditioner enters the system on the “right” through a variable transformation. This terminology mimics the linear case, where the preconditioner right-multiples the coefficient matrix. In contrast, left-preconditioning aims to construct a new function that has the same solution as the original but is easier to solve. Brune et al. provide a comprehensive review of these approaches in the scope of solving nonlinear partial differential equations, and re-interpret them as composable nonlinear solvers [7]. They demonstrate that the nonlinear right-preconditioning of Newton-Krylov methods reduces to a multiplicative composition of Newton-Krylov with second solver. Unfortunately, this reduction is not possible for NCG, and the variable transformation must be propagated through the algorithm in order to derive different update formulas for each NCG method. This limitation has led Brune et al. to restrict their NCG results to left-preconditioners only. In the present work, we derive the right-preconditioned NCG formulas and investigate their performance on bound-constrained optimization problems.

For an efficient and effective choice of $M$, we draw inspiration from limited-memory quasi-Newton methods. The Perry-Shanno scheme reviewed in Section 2 utilizes a single-update BFGS approximation to compute the step direction. In this formulation, the scale factor $\tau_k$ appears where the initial Hessian would be in a traditional limited-memory BFGS method. In other words, Perry-Shanno utilizes a scalar approximation of $H_0 = \tau_k I$ as the initial Hessian on top of which a single BFGS update is applied.

Such scalar Hessian initializations are commonly used in limited-memory quasi-Newton methods. For instance, $H_0 = (y_k^T s_k / s_k^T y_k) I$ is a popular choice for the BFGS method, as recommended by Nocedal and Wright [29]. However, more sophisticated Hessian initializations also exist. Gilbert and Lemaréchal [20] proposed a sparse Hessian initialization, $H_0 = \rho_k \text{diag}(h_k)$, where

$$h_k = h_{k-1} + \frac{y_k \circ y_k}{y_k^T s_k} \frac{(h_{k-1} \circ s_k)^2}{s_k^T (h_{k-1} \circ s_k)},$$

(28)

and

$$\rho_k = \frac{y_k^T (h_k \circ y_k)}{y_k^T s_k}.$$  

(29)

This initialization is a diagonalization of the full-memory BFGS update where the matrix-vector products have been replaced by Hadamard products (denoted by $\circ$) with the $h_k$ vector representing the diagonal entries of the initial Hessian. The scaling parameter $\rho_k$ was added based on numerical experiments that revealed the BFGS formula’s inability to rapidly modify a diagonal matrix.

In the present work, we adapt Gilbert and Lemaréchal’s Hessian initialization as a preconditioner in NCG methods. We replace the previously static preconditioner $M$ with the dynamically updated preconditioner $M_k = \rho_k^{-1} \text{diag}(h_k^{-1})$ and modify the NCG formulas as follows:

- **Fletcher-Reeves**
  
  $$\hat{p}_{k}^{FR} = \frac{g_k^T M y_k g_k}{g_{k-1}^T M y_k g_{k-1}}$$

  (30)

- **Polak-Ribière-Polyak**
  
  $$\hat{p}_{k}^{PRP} = \frac{g_k^T M y_k}{g_{k-1}^T M y_k}$$

  (31)

- **Hager-Zhang**
  
  $$\hat{p}_{k}^{HZ} = \frac{1}{y_k^T d_{k-1}} \left( g_k^T M y_k - 2 y_k^T M y_k g_k^T d_{k-1} - g_k^T d_{k-1} \right)$$

  (32)

- **Dai-Kou**
  
  $$\hat{p}_{k}^{DK} = \frac{g_k^T M y_k}{y_k^T d_{k-1}} - \frac{y_k^T M y_k}{s_k^T y_k} \frac{g_k^T s_k}{y_k^T d_{k-1}}$$

  (33)

We conclude the description of the preconditioner with two remarks.

**Remark.** Preconditioned formulas for modern CG methods based on the Perry-Shanno scheme (e.g., Hager-Zhang and Dai-Kou) are derived by replacing the initial Hessian in the BFGS formula with the preconditioner matrix and retrace the original derivation steps for the methods that involve modifying and/or dropping the $y_k y_k^T$ term. This approach is equivalent to performing the $\hat{g}_k = C_k^{-T} g_k$ and $\hat{d}_k = C_k d_k$ substitutions as in the case for classic NCG methods (e.g., Fletcher-Reeves and Polak-Ribière).

**Remark.** The idea of accelerating NCG with quasi-Newton information is not new; the potential was first identified by Buckley [8] and Nazareth [27] in the context of exploring mathematical connections between CG and quasi-Newton methods. Andrei utilized this connection in accelerating NCG methods with a scalar-scaling based on quasi-Newton updates [3, 4]. There has also been significant interest in developing limited-memory quasi-Newton-like conjugate gradient methods that utilize iteration history [9, 24]. Most recently, Caliciotti et al. have investigated quasi-Newton updates derived from modified scant equations as preconditioners for NCG methods [2, 12]. While effective, these approaches nonetheless increase the memory footprint of NCG methods, which detracts from NCG’s key advantage over quasi-Newton methods for large-scale applications. In contrast, the proposed diagonalized BFGS preconditioner accumulates information from an unlimited number of past iterates without storing any history, and econdes more information than a scalar scaling without increasing storage requirements.
4 NUMERICAL STUDIES

We now investigate the numerical performance of the selected NCG methods with and without the proposed preconditioning. The methods are implemented in PETSc/TAO as a bound-constrained algorithm utilizing a Moré-Thuente line search [26] and an active-set estimation based on Bertsekas’ work [6].

We note that our NCG implementations are not exact replicas of the original authors’ works. We implement only the $\beta_k$ scalar definitions for each NCG method and compare them independently of any accompanying specialized line search. Consequently, we acknowledge that the results presented in this section may differ from the authors’ own observations. Our goal is not to exhaustively compare the methods to each other but instead demonstrate a versatile preconditioning approach that can improve the performance of NCG methods.

Our numerical experiments cover a diverse set of 119 problems from the bound-constrained CUTEst [21] test set, with the number of variables ranging from 2 to $10^5$. In all experiments, the NCG iteration limit is set to 1,000 and the absolute convergence tolerance to $\|g_k\| \leq 10^{-5}$. All tests are performed on a 2018 MacBook Pro with a 3.1 GHz quad-core Intel Core i7 CPU.

We construct performance profiles using the Dolan and Moré methodology [16]. For a given NCG method $c \in C$ solving a CUTEst problem $p \in \mathcal{P}$, the cost measure is defined as

$$t_{p,c} = \# \text{ of function evals. to solve problem } p \text{ with method } c,$$

This cost is normalized by the best NCG method for each problem such that

$$r_{p,c} = \frac{t_{p,c}}{\min \{ t_{p,c} : c \in C \} }.$$

Performance of each method is then given by

$$P_c(r_{p,c} \leq \pi : c \in C) = \frac{1}{n_p} \text{size} \{ p \in \mathcal{P} : r_{p,c} \leq \pi \} ,$$

which describes the probability for NCG method $c \in C$ to have a cost ratio $r_{p,c}$ that is within a factor of $\pi \in \mathbb{R}_+$ of the best NCG method. We display this $\pi$ factor in logarithmic scale to improve visibility of small differences between methods.

We begin by comparing the baseline NCG methods without any preconditioning in Fig. 1. As expected, we observe that Fletcher-Reeves underperforms in the presence of nonconvex problems and an inexact line search. However, we refrain from drawing any other conclusions from the relative performance of more modern NCG methods, since many of them rely on specialized line search approaches we have not implemented.

Fig. 2 shows the performance of the NCG methods with our preconditioner. Unexpectedly, preconditioning degrades the convergence of the Fletcher-Reeves method. However, all remaining methods are improved significantly by preconditioning, with the newest methods deriving the greatest benefit.

Fig. 3 offers a direct base versus preconditioned method comparison of the three NCG methods that have benefited the most from preconditioning. The $+$ symbol denotes the variants that include the proposed preconditioner. We observe that the preconditioner significantly accelerates convergence and offers greater robustness on this problem set.

As a common benchmark case, Fig. 4 provides a comparison of the preconditioned methods against the L-BFGS-B method with the history size set to 5 iterations. Our L-BFGS-B implementation
Finally, in Fig. 5, we evaluate the computational cost of the additional algebra operations required by the preconditioner updates and applications. The results show that the cost of updating and applying the preconditioner is offset by the lower number of function evaluations, resulting in virtually no compute time increases compared with the base methods. Since function evaluations for CUTEst problems are relatively cheap and fast, the computational cost of the preconditioner update and application are nearly negligible, and the potential for speedup is significant on problems with expensive function or gradient evaluations.

5 CONCLUSIONS

We have reviewed a selection of classical and modern nonlinear conjugate gradient (NCG) methods, introduced their preconditioned versions, and developed a flexible preconditioner based on the diagonalization of the BFGS formula originally proposed by Gilbert and Lemaréchal for limited-memory quasi-Newton Hessian initializations. Our preconditioned NCG methods are implemented in PETSc/TAO, which allows us to switch between the different NCG formulas andturn preconditioning on and off at runtime.

Our numerical experiments indicate that the proposed preconditioner significantly accelerates convergence and improves robustness at negligible additional algebra cost on all tested NCG methods except for Fletcher-Reeves. Although we have not yet closely analyzed the cause of this behavior for Fletcher-Reeves, we suspect that it may be because of the method’s reliance on exact line searches and the error introduced by the small change assumption for the preconditioner (i.e., $C_{k-1} \approx C_k$).

We have also observed that modern NCG methods that have evolved from the Perry-Shanno scheme appear to receive the greatest benefit from preconditioning. It may be worthwhile to study
and analyze whether this is due to the shared limited-memory quasi-Newton origin between the preconditioner and the NCG methods themselves or whether modern NCG methods would generally benefit more from other preconditioners as well. In future efforts, we aim to further explore unifying connections between NCG and limited-memory quasi-Newton methods and study a broader preconditioning framework based on the diagonalization of the restricted Broyden class [10, 11, 15].

ACKNOWLEDGMENTS

This work was supported by the U.S. Department of Energy, Office of Science, Office of Advanced Scientific Computing Research, Scientific Discovery through Advanced Computing (SciDAC) program through the FASTMath Institute under Contract No. DE-AC02-06CH11357 at Argonne National Laboratory.

REFERENCES